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Introducing Today's Project!

Today I am going to showcase how to utilise a Transit gateway to network multiple VPCs 

present inside an AWS account to be able to communicate with one another. First we will 

create 3 different VPCs,  each would have a public subnet and inside each subnet we will spin 

up an EC2 instance. We will then set up a Transit gateway that will be attached to all three 

VPCs and thereafter perform a test where we access one of the Ec2 instance in one VPC and 

try to access the another Ec2 instance running into another VPC so that we know our Transit 

Gateway is working. 

What is a Transit Gateway?

Below is an overview of what I will be doing in this project.

Definition: AWS Transit Gateway is a networking service that connects multiple Virtual 
Private Clouds (VPCs) and on-premises networks(VPNs) via a central hub.
Importance:

Simplifies network management by eliminating complex peering relationships.
Acts as a scalable and efficient solution for connecting multiple VPCs across regions.



In the first part of my project...

Step 1 – Set up my VPCs
In this step, I am going to create 3 VPCs, test- VPC-1, test-VPC-2 and test-VPC-3. 

Will start by creating the first VPC, subnet and internet gateway.





Attach the internet gateway to our VPC.

Create a subnet and attach our internet gateway to it to make it a public subnet



Create a route table that will direct traffic to our subnet  and then associate this route table 

with our subnet.

Edit routes to allow public access to our subnet, adding the internet gateway as target.

`Create our resource - EC2 instance.



Here, we are adding a script in the user data for installing the Apache web server. The user 

data section is used to install certain packages onto your Ec2 instance when setting it up for 

the first time. 



Ec2 instance is running!

We will then set up the remaining 2 VPCs and subnets using the CIDR range and blocks shown 

in the diagram below.



Transit gateway

In this step we will go ahead to set up our transit gateway



Transit gateway attachment



In this step we are going to attach the transit gateway to our VPCs. Click on the transit 

gateway attachment button and create attachment based on each VPC (VPC1, VPC2 and 

VPC3). We will also define the VPC so first attachment we are going to create is towards the 

VPC1.



Create the second attachment for VPC 2:



And finally for the third VPC:

Transit Gateway vs VPC Peering

Transit Gateway (TGW) and VPC Peering are both AWS networking solutions but serve 

different purposes:

VPC Peering connects two VPCs directly, allowing traffic to flow between them as if they 
were part of the same network. It’s a one-to-one connection and doesn’t scale well if you 
need to connect multiple VPCs.
Transit Gateway is a centralized hub that connects multiple VPCs, on-premises networks, 
and other resources. It simplifies large-scale networking by acting as an intermediary, 
reducing the complexity of managing many individual peering connections.



In summary, VPC Peering is best for simpler, smaller setups, while Transit Gateway is ideal for 

larger, more complex network architectures where multiple VPCs or hybrid cloud 

environments are involved.

Now lets Update our routes:

In this step we are going to update our route table so our subnet knows how to route the 

request to the transit gateway to enable communication with the other VPCs.

Now we have our connectivity between VPC 2 and VPC 3 with our VPC 1.



Now let’s work on VPC 2 route table to create a connectivity with VPC 1 and VPC 3.

Now let’s work on VPC 3 route table to create a connectivity with VPC 1 and VPC 2.



Test VPC peering

In this step, we will SSH into our Ec2 instances and try to curl the pages of our Apache 

homepages in our Ec2.

Note the IP addresses shown below. These are IPs of  VPC 1, VPC 2 and VPC 3.



Below shows we are able to access the Apache page in the different  instances deployed on 

separate VPCs using a curl command. From VPC 1, we were able to access Apaches page in 

VPC 2 and VPC 3 and vice versa. This shows all three VPCs have been successfully peered 

together using a transit gateway/transit gateway attachment and they are able to 

communicate with one another!!! 🙂


